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?

EBMs:  Generalized Additive Models (GAMs)

Linear/Logisti
c

Regression 

BlackBox 
Machine 
Learning

GAMs/EBMs

• Interpretable
• Not very accurate
• Can’t model nonlinearities
• Can’t model normal in 

middle
• Sometimes gets sign wrong

• More interpretable than 
linear/logistic

• Can be very accurate
• Can model nonlinearities
• Can model normal in middle
• More likely to show important 

effects

• Not interpretable (blackbox)
• Can be very accurate
• Can model nonlinearities
• Can model normal in middle
• Likely to learn spurious effects
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Chang, C.H., Tan, S., Lengerich, B., Goldenberg, A. and Caruana, R.
“How Interpretable and Trustworthy are GAMs?”  KDD2021
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“We observed that the best interpretable models can perform 
approximately as well as the best black-box models(XGBoost)”

Wang, C., Han, B., Patel, B., Mohideen, F. and Rudin, C., 2020. 
In Pursuit of Interpretable, Fair and Accurate Machine Learning for 
Criminal Recidivism Prediction. arXiv preprint arXiv:2005.04176.



How Are EBMs Trained?
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Limitations of EBMs

· EBMs have been state-of-the-art in glass-box learning for 5-10 years

· But…

· More than half of the ML community uses neural nets, not boosted trees

· Algorithms based on boosted trees don’t scale as well as DNNs/CNNs trained on 
GPUs

· GAMs trained with boosted trees are not differentiable, which reduces flexibility

· Models trained with neural nets are much more modular and flexible

· Hard to make some things like multitask learning work with boosted trees



NAMs: Neural Additive Models



How Do We Fit GAMs with Neural 
Nets?



· Each feature feeds into a 
separate DNN subnet

· Subnets added at output layer

· Subnets learn separate 
additive models for each 
feature

· Sigmoid at output used for 
classification, not regression

· Subnets are learned in parallel

· Can be trained at massive 
scale on GPUs with standard 
software

· After training, subnets are 
replaced with graphs like EBMs

Deep Subnets



· Each feature feeds into a 
separate DNN subnet

· Subnets added at output layer

· Subnets learn separate 
additive models for each 
feature

· Sigmoid at output used for 
classification, not regression

· Subnets are learned in parallel

· Can be trained at massive 
scale on GPUs with standard 
software

· After training, subnets are 
replaced with feature graphs

Deep Subnets 🡪  Feature Graphs



But there’s a problem…
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Work with EBMs Show Jumps in Graphs Are 
Important
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DNNs Tend to Be Too Smooth to Learn Jumps 
Well
· How do we make DNNs “jumpier” without driving the entire model into overfitting?

· Trick is a special activation function: ExU: 
· slope of activation function can be very steep so small changes in input => large changes in output

· Although overfitting is less of an issue in additive models like NAMs
· To further reduce overfitting, we apply dropout, weight decay, capped ReLU activations, and also 

bag the NAM model 25-100 times to form an ensemble



Empirical Results
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Accuracy of NAMs

AUC on classification datasets. 
Higher is better.

RMSE on regression datasets. 
Lower is better.

A little loss in accuracy for NAMs 
compared to DNNs on tabular data!
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MIMIC-II 
ICU Mortality 
Prediction



Multitask Learning with NAMs
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Single Task NAM MultiTask NAM
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More Flexible MultiTask NAM: Multiple SubNets per 
Feature





Benefitting from Differentiability & 
MultiTask Learning
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Estimating Personalized Treatment Benefits for 
COVID-19

Lengerich et al. Automated Interpretable Discovery of Variable Treatment Effectiveness: A Covid-19 Case Study. 2021.
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Summary

· Glassbox learning can be as accurate as Blackbox learning on Tabular Data
· Accurate

· Interpretable

· Editable

· NAMs allow us to train state-of-the-art GAMs with Deep Neural Nets
· Fully interpretable and editable

· Differentiable

· More flexible & modular: multitask learning, more complex architectures like personalized medicine

· Can scale because they can be trained GPUs

· Building easy-to-use toolkits so everyone can train GAMs

· Many opportunities going forward to combine NAMs with DNNs, CNNs, RI, …


